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SNS Raw Event Data

  Simple file with 8-bytes per event

  4-byte integer time-of-flight (100 ns)

  4-byte integer pixel id

  Data saved in simple binary file

  Data sent out on local network



  

Advantages of Event Data

  Conventional histogrammed data often must be rebinned
    -no correct way to rebin

  Event data can be easily histogrammed & re-histogrammed
  to whatever set of bins are needed.  NO RE-BINNING.

  Event data can be easily binned in whatever space is
  ultimately required, "d", |Q|, (Qx,Qy,Qz), wavelength, etc.

  Simple raw event data file format can be streamed from disk
  very rapidly (roughly 10s of millions events per second)

  Preserves full resolution of the acquired data
  ( equivalent to 160,000 time bins for 60 Hz source )

  Live data format at the SNS is same as raw event data file,
  so can easily handle live data



  

Simple Event Mapping Strategy

  Build tables of mapping information with 
  one entry per pixel

  Mapping tables for d, |Q|, (Qx,Qy,Qz), wavelength, etc

  For each event, use pixel id as index into mapping table,
  and use time of flight to get actual value

  Requires just a few floating point operations per event

  Same underlying class used both for powder and single
  crystal diffraction



  

PG3 / SNAP Powder Experiments

  Map each time-of-flight event directly to “d” 

  Use either "d-space map file" or instrument geometry
  information

  Time-focusing done "automatically" since conversion to d
  done with different constants for each pixel

  Can also map to (Qx, Qy, Qz), wavelength, |Q|, etc

  Fast: More than 50 million events per second using four
  Cores with data in disk cache
  
  Limited by disk access time



  

Operator to Map Raw Events to “d”



  

Image View of SNAP Data, 18 Banks, 1.18 million Pixels



  

SNAP Powder Data Mapped to Reciprocal Space



  

IsawEV

  Built on same underlying classes as powder data
  reduction

  Maps events to (Qx, Qy, Qz)

  Provides scatter plot of events in reciprocal space

  Uses flexible underlying histogram that can be aligned
  with the reciprocal lattice

  Supports SCD Initial Data Reduction
    find peaks, index peaks, choose conventional cell,
    integrate Peaks, write peaks file

  Export of slices of reciprocal space (in progress)



  

IsawEV Reciprocal Space Viewer / SCD Data



  

IsawEV Display of Peaks Found



  

Part of Integrated Peaks File from IsawEV



  

Lessons Learned

  Highly interactive viewers are extremely useful

  Loosely coupled message based architecture worked
  well in IsawEV

  For maximum reuse put core calculations in simple
  subroutine libraries!
    Good:           Operators (provide interface with ISAW
                         GUIs & Scripts)
    Better:          Wrapped Operators (have calculate method,
                         inherit other methods)
    Better Yet:    “Operator Core” with operator itself auto
                          generated from static methods
                         (still uses specialized data structures)
    Best:            “Operator Core Core”  Provide low-level static 
                         method(s) in terms of simple data & arrays
                         Allows easy reuse by other software!!!



  

Method to Operator Wizard
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